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Abstract

This paper assesses the effect of changes in rehhege rates on output
growth by applying a smooth transition regressi®mR) model in the case of
Bulgaria — a European Union accession country. Mmbelinear estimation

technique employed here offeraore flexibility in terms of allowing for

possible asymmetric effects of real appreciationsggmwth, contingent upon
the behavior of relevant economic variables. Thelinear model reveals that
real appreciations have helped growth in Bulgasianfiost of the period 1994-
2004. Real appreciations can turn contractionarly emder excessive real
money growth, which has occurred only sporadically.
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Introduction

It is not unusual for devaluations to be at theteenf economic adjustment
and stabilization programs. They are frequentlyduseimprove a country’s

balance of payments position, boost domestic emnnpdmy, and accumulate
more international reserves. However, while thereoinsensus that devaluation
is a useful instrument for balance of payments sidjent, substantial

controversy persists around the effect devaluati@ve on real output.

How real output reacts to depreciations or deviinst becomes all the more
important for transition economies, and especitdlythose countries aspiring
to join the European Union (EU), such as Bulgar@ne important objective
for these EU accession countries, or other canglidauntries, is to boost
output so as to accelerate the process of econoonicergence. In the second
half of the 1990s, while transition economies shibhaéehealthy dose of growth
performance, real output convergence resurfaceahasportant issue in the
policy and theoretical literature. Gacs (2003) shiawat during the period
1988-1999 the relative position of most Central &adt European Countries
(CEECsSs) vis-a-vis the EU as a whole worsened, hund there were no signs of
convergence. He points out that the per-capita GIDPPLO CEECS as a

percentage of the EU 15 average declined from 5888 to 38.8% in 1999.

Halpern and Wyplosz (1997) observe that in moshsitmn economies
liberalization was followed by sharp real exchamgée depreciation and a
subsequent appreciation.

For much of the post 1997 period, when Bulgariditited a currency board

system, their exchange rate has appreciated irtggak. Has the ensuing loss
in international competitiveness, caused by thal @preciation, hurt real

economic activity? The goal of this study is to dstigate this issue

empirically.

Large exchange rate movements in transition ecae®hmve prompted several
empirical assessments but have not put an endetadhtroversy surrounding
their effect on real output. To mention some of tihere recent studies on the
topic, Mitchell and Pentecost (2001) find devaloasi contractionary in a panel
study of Bulgaria, Czech Republic, Poland and Siavén the short-run as well
as the long run. The long run contractionary effedomewhat mitigated by a

2 The terms depreciation and devaluation are usedctmangeably in this paper since the focus is
the estimation of the effects of changes in theaeehange rate on output.

3 The other announced EU accession country is R@mani

4 This group includes Bulgaria, Czech Republic, BistoHungary, Latvia, Lithuania, Poland,
Romania, Slovakia, Slovenia.



rise in output one year after the devaluation. dntast, Karadeloglou et al.
(2001), using a wage-price-GDP model, find devatuast to be slightly
expansionary in Slovenia, only initially expansipnain Bulgaria, and
contractionary in Poland.

Several authors have pointed out that real outputractions often follow
periods of real exchange rate overvaluation, whlko noting incidences of
expansion episodes and real exchange rate appoesiatsee Kiguel and
Liviatan, 1992; Razin and Collins, 1997; Papazogkf99; Kamin and Rogers,
2000). A large part of the literature has appredcthe estimation of these
output effects in a panel setting. Edwards (198@bju and Chag(2001) and
Ahmed (2003) find that real depreciations hurt autgrowth. Similar results
have been produced by other studies that haveteesior calibration techniques
(see Gylfason and Schmid, 1983; Solimano, 1986)e Titerature on
contractionary devaluations is rich and has vastigroved our understanding
of how exchange rates influence output, regarddésome inherent problems
with imputed parameters, feedback effects, sputioagression (even in a
panel setting) or challenges in teasing out spedbuntry effects Even
though there is an abundance of time series sttigi$ocus on the experience
of one country, little effort has been matde identify the conditions under
which depreciations can turn contractionary. A featable exceptions are
studies by Agen8r(1991), Ahmed et al. (2002) and Mejia-Reyes £2a04).

This paper analyzes the impact of changes in thieesechange rates on output
growth for Bulgaria — a EU accession country. Tbetgbution of this study to
the literature is primarily to elucidate the comatis under which depreciations
are more likely to be contractionary (or expansighan this transition
economy. More specifically, it investigates the ctemn of output to real
exchange rate changes by employing a nonlinear thntoansition regression
(STR) model. An STR model makes it possible to eliscthe existence of
asymmetric effects. This model especially allows tfte identification of the
circumstances under which depreciations can be radignary or

® They employ panel unit root tests in a bivariaterfework

® Spurious regression results lead to the inferefi@eworthy relation between two variables, when
in fact the relation is fictitious and may arisedese of a third unseen factor, often referredsta a
"confounding factor".

" To assess the effects of devaluation on outpatlitirature has taken four different approaches:
the “before—after” approach; the “control group”pegach; the “comparison-of-simulations”
approach; and econometric modeling. For a compeerreview of all four approaches see
Bahmani-Oskooee and Miteza (2003).

8 Agenor (1991) distinctly evaluates the effectsinficipated and unanticipated depreciations. He
asserts that unexpected real exchange rate defpecia expansionary, while anticipated real
depreciations have an irreversible contractionégce



expansionary, or merely contractionary to differdegrees. In STR models, the
explanatory variables affect the endogenous varidbfough two different
regimes. Their effects can vary between these tegimes in terms of
magnitude as well as sign. In this sense, STR msodah be thought of as
regime-switching models, where the transition frdme “low” to the “high”
regime occurs smoothly. Hence, an STR model alfowa continuum of states
between the two extreme regimes (Terasvirta, 199Bjs smooth transition
between regimes, which is prompted by the behawfola given variable
(referred to as théransition variablg, is moreable to capture the dynamic
relationships between aggregate economic serigs uthaally have gradual
structural changes. The literature of contractipndevaluations has yet to
benefit from nonlinear methods of estimation, sashthe smooth transition
regression approach. A study by Mejia-Reyes aR@D4) is the only paper
using STR to investigate the effects of real exglearates on growth for six
Latin American countries. In general, they fouritdat the economic
determination of growth varies depending on whetherreal exchange rate is
depreciating or appreciating, and that real deptiris may be contractionary.
While nonlinear methods of estimation in the geheligerature on
contractionary devaluation are at best scarcepunb studies exist on transition
economies.

In this investigation | use a nonlinear STR model aeek a transition variable,
or a regime indicator, among the variables of thedeh (GDP growth, real
money growth, government spending growth, the raté real
depreciation/appreciation, and their lags). The mit real money growth is
found to be the most effective transition varialdiberefore the two extreme
regimes are distinguished by low and high ratemaiiey growth. The findings
show that the effects of the real depreciationsutput vary depending on how
fast the money supply is growing (or shrinking).

The remainder of the paper is organized as follo8exction 2 summarizes
economic developments in Bulgaria. Section 3 oedlithe general theoretical
framework. The model, methodology and estimatiatedure are described in
Section 4. Section 5 reports the empirical resfati®wed by conclusions in

Section 6.

M acr oeconomic Developmentsin Bulgaria

Focusing on the case of Bulgaria is relevant, ynaeld interesting for a variety
of reasons. First, the country experienced hyplatioh, banking and currency
crises in late 1995, which culminated in early 198ffer which it instituted a
currency board (Berlemann and Nenovski, 2004). Asiusual arrangement,



the currency board attained the desired macroecienstabilization goals and
helped resume positive output growth over the |pefi®98-2004. However,
output growth has been anemic - by developing cegustiandards - raising
concerns over the convergence criteria imposed blgaBia’'s pending EU
accession in 2007.

Bulgaria commenced a stabilization program unddiMin stand-by agreement
in 1991. The program involved price liberalizatiogstablishing a market-
determined exchange rate, deregulating currentstdoansactions, improving
fiscal discipline, and restraining credit througdht monetary policy (Wyzan,
1998). In this first attempt to transition to a ketr based economy, price
reform was completed to a good degree, but prigtim of state enterprise
assets was very sluggish (Berlemann and NenovBki)2 Because economic
reforms in Bulgaria were slow and largely incoreistuntil about 1997, the
first four stand-by agreements with the IMF weret saccessful and the
country entered each new agreement in a poorertemmt¢han the one before
(Eke and Kutan, 2005).

Failure to pursue reforms in a timely manner onbysened budget deficits and
spurred contingent claims on the budget from guaemon state-firm loans.
The government did not have the political will tous down the loss-making
enterprises as it would have caused massive ungmplt. Instead, the
government pressured state-owned commercial bamtks subsidizing state
firms with more credit lines. By 1996, most of tee®nded up as
nonperforming loans, accumulating large lossedtierbanking system. Lack
of true independence by the Bulgarian National B@&B) contributed to this
unplanned, but systematic, rescuing of state-ovemerprises that nationalized
their enormous losses via monetization (BerlemamhNenovsky, 2004). As a
result, confidence in the banking system plummetsdl banks started
experiencing massive withdrawals of deposits. Beeahe public accelerated
its currency substitution efforts away from the,lée BNB was forced to
intervene in the foreign exchange market to defé¢ne exchange rate.
Dwindling international currency reserves afforded BNB only a few years
until 1996. With interest rates as high as 300%é&ptember 1996, the crisis
became unmanageable. After depreciating by 590ceet in 1996, the lev
plunged by another 250 per cent in February 19%& dnnual inflation for
1997 was 578 per cent (Berlemann and Nenovsky, )2@4suing political
unrest in early 1997 resulted in early parliamgntatections and a new
government with a clear mandate to expedite econoefdorms.

With the support of the IMF a currency board wasilgshed in 1997, which
helped restore confidence and single digits irdtatiCurrency board systems
had already been embraced with some success hyEithaccession countries



like Estonia and Lithuania. In the post 1997 peritwdgaria has seen higher
growth rates, increasing investment levels, actéptaprice stability,
accelerated privatization, a deepening of finanoiarkets, and a more open
economy. The currency board arrangement contribtdesl more responsible
fiscal policy as well. Nonetheless, employment andput losses during the
1996-1997 crises had not been recouped by year @G06v, 2004).

It is interesting and important to note that therency board in Bulgaria was
not modeled after pure currency board systems a&rgentina or Estonia.
Miller (2001) details the ways in which BNB did m#din some discretion over
monetary policy even after the currency board wstaldished. Indeed the
inclusion of atypical items in BNB’s balance shees pointed out by
Nenovsky, Hristov and Mihaylov (2002), allowed tleentral bank some
“wiggle room” to use several policy instruments.Igarian and Lithuanian
governments, holding accounts at the central bemlid affect changes in the
reserve money, typically following government budggcles. This scope for
discretion was in contrast with the design and af@n of orthodox currency
boards systems.

Looking forward, besides being an important issuétself, the relationship
between exchange rates and output has the potemti@implicate the process
of transition for Bulgaria and other countries asg to join the EU. Among
several Maastricht criteria, to adopt the Euro antxy’s inflation rate must not
exceed 1.5 percentage points above the best thrember economies.
Moreover, the nominal exchange rate must be coedaiwithin “normal
fluctuation margins” (+/- 15 percent) for at ledwsto years preceding the
official adoption of the Euro. These two criteriamynpose serious challenges
for economies in transition. As transition econa@néxperience productivity
growth in tradableshat exceeds that in the EU, their real exchantg wall
appreciatd This real appreciation can materialize as a nahenchange rate
appreciation, as a rise in the home price levehtingt to EU levels, or a
combination thereof. Either outcome will violate eorof the two criteria
mentioned above.

9 Commonly referred to as the Balassa-Samuelsonthggis. For a more detailed discussion of
other causes of this observed real appreciatidrairsition economies see Egert and Kutan (2005).



Figure 1: Real Effective Exchange Rate Appreciation in Bulgaria Source: IFS
database
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In theory, a plausible plan B would be to vent ehgsessures prior to the
critical two-year period by allowing a precipitowsppreciation and thus
slashing inflation on tradableBean (2002) provides an example of such pre-
accession appreciation: the Czech crown appreclatezb% vis-a-vis the US
Dollar in 2002, while their inflation rate droppé@m 5% to 2%. Estimating
the effects of such sizeable appreciations on dutparitical in view of the
considerable differences in per-capita GDP levelsvben accession and new
member countries on one hand and the more estaBlisbh) economies on the
other.

The Theoretical Framework

The “orthodox” school advocates the argument that depreciation is
expansionary because of its expenditure switchiffigctes and the increased
production of tradables that it stimulates. In #iddi depreciations can cause
output to contract because of other factors.

First, depreciation can cause a contraction ineggge demand through:

(1) A redistribution of income in favor of thoseithw high marginal

propensity to save as profits in export and imporfpeting industries rise
when tradables become relatively more expensivee @hsuing lower real
wages are likely to result in a contraction of aggte spending since the
marginal propensity to save from profits exceedst thom wages (Diaz-



Alejandro, 1963; Cooper, 1971a; and Krugman andorag978). This channel
may prove even more contractionary under foreigmership of capital
(Barbone and Rivera-Batiz, 1987).

(2) A reduction in investment, especially whencdansists largely of
imported capital goods (Branson, 1986; Buffie, 188&nd van Wijnbergen,
1986).

3) Increased debt and debt service burden fontces with sizable

external loans denominated in foreign currencyciidrains off resources that
could be used in spending and production (Coop®@r1h; Gylfason and

Risager, 1984; and van Wijnbergen, 1986).

(4) A reduction in real wealth or real balancesttis brought about by the
higher price level following devaluation. The rastiion of real balances
necessitates a fall in expenditure (Bruno, 1979faSgn and Schmid, 1983;
Hanson, 1983; and Gylfason and Radetzki, 1991).

(5) A low government marginal propensity to spemnd of tax revenue. The
initial increase in the home currency value of éradllowing devaluation
causes tariff revenue to rise. The subsequenttrigdison of income from the
private to the public sector can cause aggregagémdipg to shrink if the
government has a low marginal propensity to spdtdigman and Taylor,
1978).

(6) Real income declines if the trade balancenisally in deficit and
foreign currency out-payments outstrip in-payme(®ooper, 1971c; and
Krugman and Taylor, 1978).

@) Increased interest rates resulting from a cédn in the real volume
of bank credit and the monetary base, followingeaadluation-induced price
and wage inflation (Bruno, 1979; and van Wijnberdge386).

Second, devaluations may also reduce aggregatelysyip three main
channels:

(1) More expensive imported inputs (Gylfason andhrSid, 1983;
Hanson, 1983; Gylfason and Risager, 1984; IslaB84] Gylfason and
Radetzki, 1985; Branson, 1986; Solimano, 1986;\amWijnbergen, 1986).

(2) Higher wages due to indexation based on peicels (Hanson, 1983;
Gylfason and Risager, 1984; Gylfason and Radetr®85; Branson, 1986;
Edwards, 1986b. Solimano, 1986; and van Wijnber@)886).

(3) Costlier working capital resulting from incredsdemand for money and
higher interest rates (Bruno, 1979; and Wijnberd986).



Awareness of the existence of these effects has @fiused hesitation among
many developing countries contemplating devaluatiera response to grave
balance of payments crises. Their resistance malyebeesult of (i) uncertainty
about the exchange rate elasticity of import denemdi export supply, (ii) the
effect on domestic expenditures; (iii) and the imemt harmful side effects on
GDP growth, employment, inflation, real wages amcbme distribution. It is
with regard to this resistance that Cooper (19tbServes that devaluations
often precede changes in finance ministers.

The M odel, M ethodology, and Estimation Procedure

The model

Edwards (1989b) builds a theoretical model, whieproduces the process of
output determination in a small open economy witluables, non-tradables,
and sector-specific capital. World prices of trddalare assumed fixed.
Exportable and importable items use domestic lamar capital; non-tradables
use imported inputs as well. The country has akstbéoreign debt and a wage
indexation system that links wages with a priceeindEdwards uses his ten-
equation model to derive a testable reduced forhichvhas since been used
unchanged or with minor enhancements by numerail®esin the literaturg.
The reduced form equation takes the following gelnferm:

Ay =f (Ag, Am, Ae) (1)

WhereAy is real GDP growthiAg represents the growth in government demand
for non-tradables proxied by government expendituken is a measure of the
rate of money growth, andle is the rate of real exchange ratdepreciation.
The main objective is to capture the sign and siz¢he coefficient of real
exchange rate depreciation rate. Since the exchaatgehas been defined as
units of home currency per unit of foreign currenaynegative coefficient for
the exchange rate would imply that devaluationscargractionary.

As indicated in the theoretical framework sectidmowe, the sign of the
coefficient of the exchange rate term is ambigueusl necessitates an
econometric approach to estimate the net effeciutput.

1 For more details on the theoretical foundationshié reduced form equation, see Edwards
(1989b).

" The nominal exchange rate measures the price eohtime country’s currency in terms of
another country’s currency. The real exchange maasures a country’s trade competitiveness by
adjusting the nominal exchange rate with inflatiifferentials among countries.



With a few exceptions (Mejia-Reyes, 2004), the eiogi literature on
contractionary devaluation has investigated theeidsy using linear regression
methods. The assumption of linear regression iseaent but not necessarily
the optimal assumption under all circumstancess Haper investigates the
exchange rate and output growth relationship uaingnlinear function.

A large section of this literature is built on thge of panel data in the tradition
of seminal papers like Edwards (1986a, 1989b). #/advantageous in terms
of overcoming the problem of short available tinmeries data, panel data
studies impose the restrictive assumption thatudugmacts in the same fashion
to devaluations across all panel members. By csitthis study makes an
attempt to add to an already rich literature arr@ggh that is not as restrictive
and that allows real depreciations to have vargfigcts on growth depending
on the behavior of other relevant economic vargble

Definition of STR Models

Following Terasvirta (2004), the standard STR maxdahe following form is
employed:

Yi=¢@z+087 Gy, cs) +u (2

where z includes a vector of lagged endogenous variabhes & vector of
exogenous variablesp and 6 are (m+1) by 1 parameter vectors amd~
iid(0,0%). The transition functiols(y; ¢, s) is bounded between zero and unity
and a function of the continuous transition vamabl The slope of the
transition y indicates the speed with which the transition froegime 1 to
regime 2 occurs. The location parametdetermines where the transition takes
place along the range of the known transition Végig. While functionG can
take many forms, the logistic function, which ireses monotonically ig is
the usual approach in the STR literature, anddefined as follows:

G(y.c,s)= (1+ exp{—yu (s —ck)}J ,y>0 3)

Depending on the slope paramejerfor small values o the value ofG is
close to zero, while for largg the value ofG is close to one. Wheg reaches
the valuec (location parameter(p takes a value of 0.5. The two stat&s0 and
G=1 represent two distinctive regimes that, in tutefine two separate linear
relationships between the independent and the eafuey variables. The
transition between these two extreme regimes camebg smooth when the
slope parameteyis small or abrupt if/is large. When=0 the logistic STR
(LSTR) model nests the linear model, whereas when « the LSTR model



becomes a switching 2-regime model. Typically theameter K in (3) is either
equal to 1 or 2. WheK=1 (LSTR1) the model captures asymmetric behavior.
Such a model can be used for instance to charaetére asymmetric effects of
expansionary and contractionary monetary policy.eWK=2 (LSTR2) the
dynamic behavior is similar for large as well asaimalues of the transition
variables. The transition variable is stochastic and oftansen from among
the set of explanatory variables in the model.

The Modeling Procedure

The modeling procedure includes three steps: spatidn, estimation, and
evaluation. For a detailed description of thespsst®e Terasvirta (2004).

Specification includes three stages. In the fitags of specificatioinearity
testsare performed on a starting linear model to aagewhether a non-linear
model is a better choice than a linear one. If th#te case, these tests will also
determine whether an LSTR1 or LSTR2 model should used”’. The
specification and dynamics of the linear systenbeéoused as a starting point
are based on a sequential elimination of regressbish leads to the largest
reduction of the Akaike Information Criterion (AlCp to the point where no
more improvement is possibfeLinearity is tested against an STR model with
a predetermined transition variable. The latter d@n chosen based on
economic theory or the test can be run repetitivgith each variable iy
(including trend if there is one) serving as a $iaon variable. If the null
hypothesis cannot be rejected it implies that adinmodel is more suitable.
Otherwise, the model with the small@stalue (strongest rejection) is selected
for STR estimation.

Following Terasvirta (2004), linearity tests areséé on the following
regression:

3 - 1 *
Y, =B,z + Y B zs +up, t=1,.., T, (4)
=1

where the transition function is approximated blaglor expansion around the
null hypothesig=0. This null hypothesis is equivalent tg: 18,= B,= Bs=0. The

test is run for every transition variable. Terasv{1994) recommends choosing
the model for which the rejection of the null isosigest, but one can also

2 The choice may also be an exponential STR mod&THg, but that possibility is not modeled in
this study.

3 For more details see Brilggemann and Liitkepohl1(20is procedure is amounts to a
sequential elimination of those regressors withstnallest t-ratios up to where all remaining t-
ratios exceed some limit value.



compare the fit of potential nonlinear models vigrid search method. When a
number of smalp-values are very close to each other, the dectsiselect a
preferred model can be deferred up to the evalgt@se.

If linearity has been rejected, thge of models selected in the second stage
of specification. In this paper the choice is amang LSTR1 and LSTR2
model. Utilizing the auxiliary regression (4), Tsevata (2004) suggests the
following test sequence:

Hos: Bs=0

Hos: B2=0B3=0

Hoz: B1=0|B2=Bs=0

According to this sequence, an LSTR2 should becssdeif Hy; gives the

smallestp-value. If not, LSTR1 will be the choice. This isettest sequence
followed in this paper, however, to conserve sdageesent only thg-values

of an alternative test by Escribano and Jorda (1,99Bich adds,BA',' Zt St4 to

regression (4) and tests the general linearity thgsisf3;= 3,= B:= 3,=0. Both
tests produce similar results.

The third stage involveseducing the size of the modéh the context of the
chosen non-linear model it may be useful to elirdn@dundant variables or
lags. Imposingg=0 implies thatz; does not contribute in the “low'G=0)
regime. Similarly, imposingg=-4 forces the combined coefficient to zero
under the “high” G=1) regime. Lastlyz; can be forced to figure in the linear
part alone when the restrictidvO0 is imposetf.

The next step is that of parameter estimation, wistarts with obtaining good
initial values The STR model parameters are estimated by a neali
optimization routine that maximizes the log-likeldd. Initial values are found
by doing a grid search with a log-linear grid jirand a linear grid irc. The
values of the parameters that yield the minimundted sum of squares over
the grid search are taken as starting vdfues

Evaluating the STR model is the third and finaps®nce the parameters have
been estimated, it is essential to investigate vh#dity of the model

4 particularly when the sample size is small, thienegion of the algorithm may not converge.
Under these circumstances, Terasvirta (2004) stgygesting to impose zero restrictions on the
nonlinear part first.

*® For a better grid, the slope parametes divided the Kth power sample standard deviatibs
S0 as to make it scale-free.



assumptions. It is useful to test the assumptiomooérror autocorrelation. The
test procedure is based on the regression of tt@ated residuals from the
STR model on lagged residuals and the partial devies of the log-likelihood
function with respect to the model paraméfersAnother informative test is
that of no remaining non-linearity against the raiétive hypothesis that there is
additional nonlinearity which can be captured tigtoua second transition
function. The F statistics produced by this testiaterpreted in much the same
way as for the tests on linearity described abgi&n, non-constant parameters
may be a signal of model misspecification or meralyeal change in the
relationship between the economic variables ovaetiThe null of parameter
constancy is tested against a smooth and monotbiiege in parameters over
time. The results of the F-tests are given for @hedternative transition
functions with K=1, 2, 3 respectively in terms pfvalues. Lastly, we also
present the LM-test of no ARCH (Engle, 1982), adl we the Jarque-Bera
normality test (Jarque and Bera, 1980).

Empirical Results

The quarterly dataset includes data for Bulgariansg the period from the
first quarter of 1994 to the fourth quarter of 2004 all, there are 44
observations on the four variables included in &qung1). For more details on
data sources and variable definition see Apperdian attempt to capture the
dynamics of growth the model allows for four lagstihe endogenous variable
and two lags in the exogenous variables. Also, Umezathe levels of all
variables involved in the estimation of equatioh §te non-stationafy, they
have been transformed into first differences oirthatural logarithms. The use
of differenced logarithms as opposed to percentaanges is favored
particularly where there is substantial volatilag is the case in many CEEC
economies during the first half of the 1990’s.

Since this paper concentrates on the possibilitg nbn-linear relationship and
hence asymmetric effects of real depreciations ranvth, the first step is to
perform the linearity tests described in sectiongBove. To that effect, it is
necessary to obtain the specification and dynawidke linear system to be
used as a starting point for the linear tests. Tgriscess is based on the
sequential elimination of regressors which leadthtolargest reduction of the
AIC and it results in the specification and coeéfits reported in the first
column of Table 2, under the heading “Linear Modé&bte that the rate of

%6 For details on the application of this test to STiBdels see Terésvirta (1998)
¥ The results of the unit root tests are availaplenurequest.



depreciation appears to have a contractionary impacoutput after two

quarters. This is to say that, regardless of thmupistances, a real depreciation

will hurt output growth on average. It is also wWorioting that tests on the

IiRznear specification do not raise any red flags talfit is rather solid, with an
of 0.90.

Table 1 presents thevalue results of the linearity tests performedtonlinear
model just described. The lowegtvalue, which indicates the strongest
rejection of the null of linearity is marked witl asterisk and occurs when the
contemporaneous money growth ras#m) is used as a transition variable.
Based on the heuristic procedure of comparingpHvalues of H, Hgs and
Hos, an LSTR1 model is selected. Even though the flityegests evince that for
the majority of the transition variables used, ¢tipgimal choice would be some
type of non-linear model, | choose to proceed whth estimation of an LSTR1
model withAm, as transition variable. This choice is intuitive the additional
reason that with the introduction of the currenoaid, there was a clear-cut
regime shift in terms of money supply behavior, eihunder a currency board
arrangement grows only as a function of internaiaeserves at hand. The
regime shift brought about by the currency boareéxpected to change the
nature of the relationship between output, moneyeghment spending and the
exchange rate. The introduction of the STR modelntifies a transition
variable that conditions the smooth change of thpescoefficients to capture
this new relationship. Such changes in slope adefits are not possible in a
traditional linear model even with the inclusiondefmmy variables.

Because the null of linearity has been rejectedc oan safely proceed to
estimate the chosen STR model. The STR model paessnare estimated
using conditional maximum likelihood via a nonlineaptimization routine

explained in Section (3) above.

To reduce the size of the non-linear model | impiserestrictiond=0 for the
intercept,Am, and Am,;, which forces these terms to appear in the limeat
alone. The resulting LSTR1 model and the estimateelfficients for both
regimes are reported in the last two columns of@ab

Table 2 reports the values pandc, which yield the minimum residual sum of
squares in the grid search process. The slope p#rapis 7.34, which makes
for a relatively smooth transition from a regime‘sibw” money growth G=0)

to a regime of more rapid money growtB=(1) as depicted by Figure 1. It is
important to note that the standard deviation efdaktimated slope parameter is
quite small. According to Terasvirta (2004), a tagfandard deviation of the
slope parameter can pose a numerical challendgeiastimation of an STR for
a small sample. Figure 1 makes it obvithat the transition from one extreme



regime to the next occurs when the money growté imtabout close to 0%
(roughly the value of the location parameter0.009).

It is evident from Table 2 and Figure 1, that mararly under conditions of
shrinking money supply (whe®B=0 and the real money growth rate is less then
-10%) real depreciation will be contraction®ryAn increase in the exchange
rate as defined here represents a depreciation, regative sign for the real
exchange rate term undé=0 implies that the faster the real money balances
contract, the more contractionary real depreaigtibecome. The coefficient
on the real exchange rate term in the low regimeelatively sizeable and
statistically significant.

The coefficient of the higher regime shows thattles pace of real money
balances picks up, real depreciations become gitgdigms contractionary.
When the money growth rate accelerates toward 168% depreciations
become increasingly less contractionary until utiety, undeiG=1, their total
effect on growth becomes positive at 0.22719 (eqtml the sum -
2.37893+2.60612). What follows is the estimated $Tdrlel in equation form:

Ay= 0.166 — 0.00088y:., -0.987Ay: 5 +0.954Ay: 4 + 0.087Ag, —0.270Am, —
(14.23)  (0.62) (-6.96) (9.05) (0.86) (-2.41

0.908\m, ; -3.624Am.,
(-11.31)  (-11.86)

-2.3806,, + [-0.48Ay,, +1.33Ay, 5 - 1.24Ay, 4 -0.33Ag,, +3.00Am,, +2.61A6,5] X

(-6.00) (-4.55) (6.84) -6.66) (-2.83) (10.53) (5.16)
[1+exp(-7.34x _ 1 x (Am +0.0096)[" (5)
0.14z

where numbers in parenthesis are t-ratios and Oid4Be sample standard
deviation of the transition variable.

It is interesting at this point to compare the hessaf these linear and nonlinear
models with respect to the effects of real deptixia on growth. The results
from the linear estimation in column one give suppo the contractionary
depreciation hypothesis. However the findings of TR model are more
nuanced in that they confirm the contractionaryrdejation hypothesis only in
the face of rapidly declining real money baland®g.contrast, when money
growth accelerates, real depreciations become siqrzary.

18 By the same token, appreciations will be exparssion



The signs of the coefficient of concurrent and &dygeal money growth are all
negative in the “lower” regime. This result is iiive because the low regime
is one in which real money balances are declinamdly (in excess of 10%).
Understandably the effect of lagged real money tidvecomes positive under
the monetary expansion regir@e1. The interpretation of the sign 4§, is a
challenge undeG=1 as its combined coefficients suggest a negatifect on
growth.

All the diagnostic tests and the goodness of fiasnees have been presented at
the bottom of Table 2. The explanatory power of $i&k model appears vastly
superior to that of the linear model. The diagmoséists do not raise any
concerns with respect to the model specificatibe, assumption of no error
autocorrelation, and parameter constancy. In amdithep-values of the LM-
test of no ARCH of order (8), and the Jarque-Beranality test do not show
any model inadequacies.

Conclusions

This paper adds to the existing empirical literatan the effect of devaluations
and depreciation on output growth. The case of &idgis chosen to examine
this relationship due to the fact that the natur¢he link between exchange
rates and output is particularly critical for trdim economies, and even more
so for countries aspiring to join the European Wnio

The empirical literature on contractionary devalua is rich and illuminating,

but has for the most part examined this issue bimgause of linear regression
methods. While the assumption of a linear relatigmgs convenient, it may not
describe the relationship adequately, particulathen the effects of exchange
rates or other relevant variables on output aremasstric. A considerable

number of studies, most particularly panel dataieg) impose the restrictive
assumption that output reacts in the same fasldodetaluations across all
panel members and under all circumstances at hBmeontrast, this study

contributes to an approach that is not as restectind that allows real

depreciations to have varying effects on growthetheling on the behavior of
other relevant economic variables by using a nealifunction.

This paper estimates a reduced form equation wgpt growth is a function
of changes in the real exchange rates, real momewtly, and changes in
government expenditure. The estimation of a smdaodhsition regression
model results in more nuanced findings that lergpsu to the contractionary
devaluation hypothesis only in the face of rapidlgclining real money
balances. By contrast, when money growth accekerateal depreciations



become expansionary. Since Bulgaria has experiesigadicant real exchange
rate appreciation for most of this period, its atitgrowth has benefited. Only
when the real money growth rate exceeds 9% (onaateply basis) does real
appreciation turn contractionary. Fortunately, thes occurred sporadically.

Naturally, any model would have difficulty captuginhese effects while an
economy undergoes structural changes in transitioomust be said that,
likewise, an STR model may be quite adroit at hagdlegime changes but not
necessarily systemic economic changes.

Also, while this real appreciation may have helpeal output growth, it might

also have contributed to a worsening external seictbalance by helping

create large and growing current account defigitese deficits remain to date
one of the foremost concerns for the Bulgarian enonas it prepares to enter
the EU, and naturally, a currency board systenotsaell-suited for balance of

payments adjustment.

The findings of this paper do not support the aidoptof an overly
expansionary monetary policy aimed at inducing espmary depreciations. It
is now well established that such policies wouldndprabout unhealthy
inflationary pressures. Instead, this paper intetmisshed light into the
exchange rate — output relationship of a transigoanomy in the process of
monetary and economic integration and convergeritetie EU. Even though
other current EU accession or candidate countoeasod have a currency board,
as they approach the final stages of entry intontba@etary union, a change in
monetary policy from a money-based one (underifigabr managed floating)
into a return-to-pely strategy is a must. In so far as this latter fisilsr to a
currency board, it would be interesting to seeifilar results are valid for
other European Union potential candidate countiles Albania, Bosnia and
Herzegovina, the Former Yugoslav Republic of Macggloand Serbia and
Montenegro.

9 Ultimately their currencies will be fixed to theis.
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Apendix: Data Sourcesand Variable Definition

Data were predominantly extracted from the Intéoma Financial Statistics
(IFS) of the International Monetary Fund, throughe tonline database
Webstract.

The dataset contains quarterly information for Buig from 1994 | to 2004 IV.
Data for GDP were obtained from line 99 of the IN®minal Exchange rates
are period average market rates obtained fromrfhéém of Exchange Rates
and Exchange Rate Arrangements section of the A$®road measure of
money comparable to what is commonly referred tothees M2 monetary
aggregate has been used, and was extracted frojacsutmdes 35L for
Bulgaria. Government Expenditures for Bulgaria wergtained from the
government finance section of IFS line 82.

Following Edwards (1989b), we define the real exgearate as follows:

e= NERi
P

N

Where NER is the nominal exchange rate expressednits of the home
currency per unit of foreign currenclyy is the foreign currency denominated
international price of tradeables aRd is the domestic price for nontreadables.
To compute the real exchange rate, | use periodageemarket rates for the
bilateral Leva-US Dollar rate and profy andPy with the US wholesale price
index and Bulgarian CPI respectively.

All variables in the estimated models have beemsfmamed into first
differences of their natural logs to make the etaiy.

Figure 2. Logistic Function of the LSTR1 Model vsdm

Crossplot G(M(t))

gﬁv

&
&
o3

o]

@

0.0 01 02 03 04 05 06 0.7 98 09 1.9
o] ooy om

—0.8 —0.6 —0.4 —-0.2 —0.0 0.2

(213}



Table 1. Tests of Linearity against an STR Specification

;I'/Zt?:l;)tlign p-value Preferred Model
Trend 1.2857e-01 Linear
Ay g 1.7692e-02 LSTR2
Ay, 2.3669e-03 LSTR1
Ay 3 7.0355e-04 LSTR2
A\ 3.3617e-04 LSTR1
Agy 2.4974e-02 LSTR2
AQey 2.6159e-02 LSTR2
JAYe '} 3.5844e-02 LSTR1
Amy 1.2493e-04* LSTR1
Amq 6.8666e-02 Linear
Am, 1.7524e-02 LSTR1
JAY:Y 4.4425e-01 Linear
Ae 2.6598e-02 LSTR1
JAY- 7.9526e-02 Linear

Note: Results presented msalues.



Table 2. Estimated Linear and 2-regime LSTR1 Models for GDP Growth

Transition Variable Linear model =0 LSTR1 model =1
Int . 0.116 0.16619
nereep (7.266) (14.2301)
by,
A -337 -0.00088 -0.47508
V2 (-4.545) (0.6193) (-4.5511)
A -0.297 -0.98728 1.32582
Vs (-2.751) 6.9556) (6.8417)
A 0.327 0.95416 -1.23501
Vit (4.505) 9.0457) (-6.6567)
Bz
Ag,
0.195 0.08720 -0.33424
Az, @2.230) 0.8607) (2.8272)
-1.011 -0.26973
A, (-8.704) -2.4085)
-0.698 -0.90792
Bom,, (-5.305) 11.3120)
A -1.429 -3.62396 3.00108
12 (-7.576) 15.8610) (10.5267)
A,
e,
A -0.643 -2.37893 2.60612
2 (:2.288) -6.0009) (5.1588)
Transit. Vb D,
V= 7.33596 = -0.00956
y/e [1.7135] [0.0046]
Goodness-of-fit
SD of resid 0.0335
R? 0.8996 0.9905
AIC /SC 4.56/-4.18 -6.49/-5.77
Diagnostics (p-vales)
Autocorr. (8) 0.3426 0.9273
Normality 0.6295 0.8267
ARCH (8) 0.9939 0.5947
Constancy 0.5620
Nonlinearity Not computed (inversion problem)

Notes: t-statistics in parenthesis.



